EXTRAPOLATION FOR THE LARGE K CASES
Extrapolation for the large K cases is similar to what we have done for the large C cases. The same hypothetical sample data set is used: S is the integers from 3 to 16 and V is 2, 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140 and 150
. For each case in this set, EK is exactly calculated. In accordance with the theorems derived in MS theories to describe the trend of EK with changes population size and volume of wealth in open distribution systems, EK is an increasing function of population size and decreasing function of volume of wealth and ranges between 0.5 and 1. Our extrapolation work is based on these theorems.  

In the first step, the variable of population size, S is controlled to examine only the bivariate relationship between EK and volume of wealth, V for each S, which is illustrated by the plots in appendix 1. The value of EK is predicted by volume of wealth. Since we are extrapolating the values of EK for the large Customs House branches that have large amount of wealth, we select the sample data set and only use those whose volume of wealth is larger than population size (V>S) for the extrapolation. 


Power function is one of the fittest regression curves in each bivariate plot
. Thus we consider the following function as a possible appropriate choice for the regression: 
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Moreover, the value of EK in this research, according to the theorems mentioned before, is contained in the range between 0.5 and 1. The proposed function above then needs correcting and is revised to be the following function: 
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The function (2) is transformed to have a simple expression.
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The second step is to check how the function (5) fits the bivariate relationship between transformed EK (
[image: image6.wmf]1

Y

) and V for each S. The poor R-squares as well as the plots in appendix 2 show that this function does not fit the relationships well. It indicates that the function needs further correction. We have a try to log V to improve fit; that is, the function (5) is changed to be: 
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The excellent R-squares, all higher than 0.99 and the plots in appendix 3 support that this regression model fits the relationship between transformed EK (
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) and transformed V (lnV) well for each S. Table 1 lists the estimated values of 
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corresponding to each S.
Table 1. Parameter Estimates for Function (6) with Fixed S.
	s
	b1
	b2
	R-Square

	3
	1.029
	0.985
	0.995

	4
	0.761
	1.11
	0.998

	5
	0.636
	1.157
	1

	6
	0.487
	1.274
	1

	7
	0.382
	1.378
	1

	8
	0.311
	1.464
	1

	9
	0.253
	1.553
	1

	10
	0.211
	1.627
	1

	11
	0.177
	1.701
	1

	12
	0.149
	1.774
	1

	13
	0.126
	1.843
	1

	14
	0.107
	1.912
	1

	15
	0.094
	1.965
	1



The two parameters, 
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 and 
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, change with S so regression is required to detect the relationships between 
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 and S and 
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and S. The two parameters are predicted by S. The first two comparatively small cases, S=3, 4 are not taken into account to find out the appropriate regression models since the major concern here is the large cases. The regression model summary in appendix 4 suggests that cubic, inverse and power functions are good at fitting the relationship between 
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 and S because their R-squares are all higher than 0.99. Since we are extrapolating the trend of EK for the large cases, the monotonic relationship is assumed. Additionally, 
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 is supposed to be a positive number; otherwise, the value of EK cannot be constrained in the range of 0.5 and 1, which will contradict the theorem
. Power function is picked up as the result because cubic function is not monotonic and inverse function will make a negative 
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 as S increases. The regression function is:
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In the regression model where 
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 is predicted by S, cubic and power functions fit the relationship between 
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 and S perfectly with R-square equal to 1. As discussed above, we prefer the monotonic relationship here so power is chosen to be the regression function.
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Functions (4), (6), (7) and (8) work together to compose the final extrapolation function to predict the values of EK for the large cases with more than 150 units of wealth.
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� The use of this hypothetical data set for extrapolation has been defended when we extrapolated the large C cases. 


� The curve estimation function in SPSS is used in this research for find out the fittest regression lines. 


� The function (3) shows why � EMBED Equation.3  ��� has to be a positive number to keep the theorem.
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